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NIRMA UNIVARSITY 

INSTITUTE OF TECHNOLOGY 

DEPARTMENT OF MATHEMATICS & HUMANITIES 

B. TECH. I, SEMESTER I (ALL BRANCHES) 

MA101, CALCULUS 

HANDOUTS 

Module 1: Differential Calculus 

Limits:  

         Consider nA  as the area of the inscribed polygon with ‘n’ sides. As ‘n’ 

increase, it is observed that nA  approaches to the area of the circle. The area of the 

circle obtained is the limit of the areas of the inscribed polygons and we denote it 

by  

lim n
n

A A


 . 

   Definition:  The function f : A   R, where A   R  is said to have limit L at x = a  

(a may or may not belong to A) if given 0  , there exists 0  , depending upon a 

and   such that  

 f x L     whenever  0 x a    .  

Notation :  lim
x a

f x L


 . 

 

 

Properties: If    lim , lim
x p x p

f x g x
 

 (for the last property it must be nonzer0)exists. Then  
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Application: The concept of a limit is necessary in order to understand the 

workings of the differential as well as the integral calculus. Limits are used in 

differentiation while finding the approximation for the slope of a line at a particular 

point, as well as in integration while finding the area under a curve. Also it is very 

useful to solve the problems of tangent, velocity, acceleration and the problems of 

engineering. 

   Limit is also used in deciding the nature of an infinite series which is helpful in 

Fourier series, Fourier integral and Z-transform, which gives Electrical Engineers 

an idea of signals of communications.                                             

Differentiation 

The derivative of the function f at a is the limit 

 

where ( )f a  is a notation of a derivative. 

BASIC FORMULAE 

 

1 

nx
dx

d
 = n x

n–1
 

 

2 

xe
dx

d
 = e

x
 

 

3 

xa
dx

d
 = a

x
 log a 

 

4 
  ,

1
log

x
x

dx

d
  

 

5 ax
x

dx

d
a

log

1
log   

 

6 

xx
dx

d
cossin   

 

7 
0c

dx

d
 

 

8 
xx

dx

d 2sectan   

https://en.wikipedia.org/wiki/Limit_of_a_function
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9 
xx

dx

d
sin–cos   

 

10 
xxx

dx

d
tansecsec   

 

11 
xecx

dx

d 2cos–cot   
 

12 

1 1

2 2

1 1
sin , cos

1– 1–

d d
x x

dx dxx x

  
   

 

13 

 

xecxecx
dx

d
cot.cos–cos   

 

14 

 

1–

1
sec

2

1–

xx

x
dx

d
  

15 

2

1–

1

1
tan

x
x

dx

d


  

 

16 
)(.)()( xf

dx

d
cxfc

dx

d
  

 

17 
  )()()()( 22112211 xf

dx

d
cxf

dx

d
cxfcxfc

dx

d
  

 

18 
  )()()()()().( 212121 xfxfxfxfxfxf

dx

d   

 

19 2
2

2121

2

1

)}({

)()(–)()(

)(

)(

xf

xfxfxfxf

xf

xf

dx

d











 

Successive Differentiation 

If we have y = f(x), then the notations used for the successive derivatives of y with 

respect to x are  

y', y'', y''', ...., ( )ny ,... 

 

 Some standard formulae of nth derivative: 

Function nth derivative 

axy e   n n axy a e  

axy b     log
nn n axy a b b  

 
m

y ax b   

 

if m = -1 

       1 ... 1
m nn ny m m m n a ax b


      

   

 

1 !
n n

n

n

n a
y

ax b





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 logy ax b      

 

1
1 ( 1)!

n n
n

n

n a
y

ax b


 




 

 

 siny ax b   
 

sin
2

n n n
y a ax b

 
   

 
 

 

 cosy ax b    
cos

2

n n n
y a ax b

 
   

 
 

 

 sinaxy e bx c   

 cosaxy e bx c   

   

   

2 2 12

2 2 12

sin tan

cos tan

n
n ax

n
n ax

b
y a b e bx c n

a

b
y a b e bx c n

a





  
      

  

  
      

  

 

 

 

Taylor and Maclaurin’s Series Expansion:  

Taylor's series can be written in several forms. 

 The first is:
   

2

( ) ( ) ( ) ( ) ...
1! 2!

x a x a
f x f a f a f a

 
      

The Incremental Form assumes one is evaluating the function f(h) at f(h+x).  

2

( ) ( ) ( ) ( ) ....
2!

x
f h x f h xf h f h       

 

The Maclaurin series is a special case of the Taylor series where h, above, is zero: 

2

( ) (0) (0) (0) ...
1! 2!

x x
f x f f f      

 

 

Some standard Maclaurin series 
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2 3

1

1

1

3 5

2 4

3 5

2 4

3

1 ...
2! 3!

log(1 ) , 1

log(1 ) ( 1) , 1

sin ...,
3! 5!

cos 1 ...,
2! 4!

sinh ...,
3! 5!

cosh 1 ...,
2! 4!

tan
3

x

n

n

n
n

n

x x
e x

x
x for x

n

x
x for x

n

x x
x x for all x

x x
x for all x

x x
x x for all x

x x
x for all x

x
x x










    

   

   

   

   

   

   

 





5

3 5
1

3 5 7
1

1

0

2
...,

15 2

3
sin ..., 1

6 40

tan ..., 1,
3 5 7

1 ( 1)...( 1)

!

1
, 1

1

n

k

n

n

x
for x

x x
x x for all x

x x x
x for all x x i

k n

n k n

x for x
x



    











  

    

     

      
  

 

 






 

 

Partial differentiation: 

Function of two variables:  

A function of two variables is a rule that assigns to each ordered pair of real 

numbers ( x, y ) in a set D a unique real number denoted by f(x,y) .The set D is the 

domain of f and its range is the set of values that f takes on , that is , 

 .),(|),( Dyxyxf    

Function of n variables: 

 A function of n variables is a rule that assigns a number  1 2 3
, , ,...,

n
z f x x x x to an 

n- tuples.  
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Limit of function of two variables: 

 Let f be a function of two variables x and y, whose domain D includes points close 

to (a, b). Then we say that the limit of f(x, y) approaches (a, b) is L and we write 

L)y,f(x
)(0,0y)(x,

lim 


if for every number 0 there is a corresponding number 

0 such that if Dyx ),( and 0<    )( bxax
22  then .),( Lyxf  

Continuity:  

A function of two variables is said to be continuous a (a, b) if ,      

                               
( , ) (0,0)

lim ( , ) ( , )
x y

f x y f a b


 . 

We say f is continuous on D if f is continuous at every point (a, b) in D. 

Partial Derivative:  

If f is a function of two variables, its partial derivatives are the functions fx and fy 

defined by  

h

y)f(x,)y,hf(x

0h
lim)yx,(f x




  

h

y)f(x,h)y,f(x

0h
lim)yx,(f y




  

Notations for partial derivatives: If ,),( yxfz we write  

11

( , ) ( , )
xx x

f z
x y f x y f f

x x x
f f f D D

  
      

  
 

 

( , ) ( , ) 22
f z

x y f x y f ff f f D D yy y y y y

  
      

  
 

 

Rules for finding Partial Derivatives: 

1. To find f x , regard y as a constant and differentiable f (x, y) with respect to x. 
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2. To find f y , regard x as a constant and differentiable f (x, y) with respect to y. 

  Higher Ordered Derivatives 

2 2

11 2 2

2 2

12

2 2

21

2 2

22 2 2

( )

( )

( )

( )

x x xx

x x yy

y xx

y y yy

y

f f z
f f f

x x x x

f f z
f f f

y x y x y x

f f z
f f f

x y x y x y

f f z
f f f

y y y y

    
     

    

    
     

      

    
     

      

    
     

    

 

Equation of Tangent Planes:  

An equation to the tangent plane to the surface  yxfz , at the point  zyxP 000 ,, is  

     yyyxfxxyxfzz yx 0000000  ,,  

Equation of normal line to the surface through: 

PPP
z

f

zz

y

f

yy

x

f

xx














































 000  

Differential (Total derivative): 

   

dy
y

z
dx

x

z
dz

dyyxfdxyxfdz yx











 ,,  

Chain Rule (CASE 1): Suppose that  yxfz ,  is a differentiable function of x 

and y,   where  tgx  and  thy are both differentiable functions of t. Then z is 

a differentiable function of t and 
dt

dy

y

f

dt

dx

x

f

dt

df









  
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Chain Rule (CASE 2): Suppose that  yxfz ,  is a differentiable function of x 

and y,   where  tsgx ,  and  tshy , are both differentiable functions of s and t. 

Then z is a differentiable function of s and t. Then  

t

y

y

z

t

x

x

f

t

z

s

y

y

z

s

x

x

f

s

z













































 

Maximum and Minimum Values: 

A function of two variables has a local maximum at (a, b) if    bafyxf ,,  when 

(x, y) is near (a, b). The number f (a, b) is called a local maximum value. If 

   bafyxf ,,  when (x, y) is near to (a, b), then f (a, b) is called a local minimum  

value.   

Second Derivative Test:  Suppose the second partial derivatives of f are continuous 

on a disk with center (a, b), and suppose that   0baf x , and   0baf y , Let  

        baf yxbafbafbaDD yyxx
,,,,

2
  

(a) If D>0 and    bafbaf xx ,,, 0 is a local minimum. 

(b) If D>0 and    bafbaf xx ,,, 0 is a local maximum. 

(c) If D<0 and ),( baf is neither maximum nor minimum. 

  Method of Lagrange Multipliers: 

To find the maximum and minimum values of  zyxf ,, subject to the constrain    

  kzyxg ,,  

[Assuming that these extreme values exist and 0g on the surface   kzyxg ,, ] 

(a)  Find all values of x, y ,z and λ such that    zyxgzyxf ,,,    and 

  kzyxg ,,  
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(b) Evaluate f at all the points (x, y, z) that result from step (a) .The largest of 

these values is the maximum value of f; the smallest is the minimum value 

of f. 

Euler’s Theorem: 

 If u is a function of x and y of degree n, then .un
y

u
y

x

u
x 









 

Cor. 1 If u is a homogenous function of x and y of degree n, then 

.)( unn
y

u
y

yx

u
xy

x

u
x 12

2

2
2

2

2

2
2 













  

 Cor. 2 If Z is a homogenous function of degree n in x and y and Z = f (u) then    

 

 uf

uf
n

y

u
y

x

u
x

'










 

Cor. 3 If Z is a homogenous function of degree n in x and y and Z = f(u) then   

     
 

 uf

uf
nugwhereugug

y

u
y

yx

u
xy

x

u
x

'
' )( 














12

2

2
2

2

2

2
2  

Derivative of an implicit function:  

If f (x, y) = 0 be an implicit function with y = g(x), then 
f

f

yf

xf

xd

yd

y

x



  

Taylor’s Expansion for a function of two variables: 

   
2 3

1 1
, , ...

2! 3!
f x h y k f x y h k f h k f h k f

x y x y x y

          
              

          
 

Cor.1

  ...),(),(
!

),(),(),(),( 




  baf yykbaf yxkhf xxhbaf ykbaf xhbafkbhaf 222

2

1

Cor.2 

    
   ...),()(),()()(

!

),(),(),(

),(







bafbybafbyaxfax

bafbybafaxbaf

kbhaf

yyxyxx

yx

22 2
2

1  
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Jacobian: 

1. If u = u (x, y) and v = v (x, y ) then the Jacobian of u and v w.r.t x and y is given 

by 
 
 

y

v

x

v

y

u

x

u

yx

vu
J























,

,
 

2. If u = u (x, y ,z) and v = v (x, y, z) and w = w(x, y, z) , then the Jacobian of u and 

v and w w.r.t x and y and z is given by 
 
 

z

w

y

w

x

w

z

v

y

v

x

v

z

u

y

u

x

u

zyx

wvu
J











































,,

,,  

Properties of Jacobian: 

1. If u and v are functions of x and y and x and y are functions of r and s , then 

 
 

 
  ),(

),(
.

,

,

,

,

sr

yx

yx

vu

sr

vu













 

2. If 
 
 yx

vu
J

,

,




 and 

 
 vu

yx
J

,

,
'




 then ' 1.JJ   
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Module 2: Integral Calculus 

Proper integral: 

 An integral which has neither limit infinite and from which the integrand does not 

approach infinity at any point in the range of integration. 

Improper Integral: 

An integral is an improper integral if either the interval of integration is not finite 

(improper integral of type 1) or if the function to integrate is not continuous (not 

bounded) in the interval of integration (improper integral of type 2). 

Example:-1. 




0

dxe x . is an improper integral of type 1 since the upper limit of 

integration is infinite. 

Example:-2. 
1

0

1
dx

x
 . is an improper integral of type 2 because 

x

1
 is not continuous 

at 0. 

Example:-3. 
0

1

1
dx

x



 . is an improper integral of types 1 since the upper limit of 

integration is infinite. It is also an improper integral of type 2 because  
1

1

x
 is not 

continuous at 1 and 1 is in the interval of integration. 

Reduction formula: 

(1)  
2

0

sin



dxxm = x
m

m

m

m

m

m
.......

4

5

2

31








  where x = 








evenismif

oddismif

2

1

  

(2)  
2

0

cos



dxxm = x
m

m

m

m

m

m
.......

4

5

2

31








  where  x = 








evenismif

oddismif

2

1

  

 

 



Mathematics and Humanities Dept., Institute of Technology, Nirma University    12 

 

(3)  
2

0

sincos



dxxx nm = x
nmnmnm

nnnmm

....).........4)(2)((

..).........5)(3)(1().........3)(1(




   

                                  where  x = 







ottherwise

evenarenmif

1

&
2


 

 Rectification:  

A curve whose length can be found is called a rectifiable curve and the process 

of finding the length of a curve is called rectification.  

(i) Length of the plane curve in Cartesian form: Let  y f x be the equation 

of the plane curve. Let S be the length of the arc of the plane curve 

 y f x included between two points A and B whose abscissa are a and b. 

Then S can be given as  

2

1

b

a

dy
S dx

dx

 
   

 
  

(ii) Length of the plane curve in Polar form: Let  r f  be the polar equation 

of the curve. Then the length of the arc of the curve included between two 

points whose vectorial angles are   and    is 

2

2 dr
S r d

d



 






 
   

 
  

(iii)  Length of the plane curve in parametric form: Let  x f t and  y g t  be 

the equation of the curve in parametric form, where t is a parameter. then the 

length of the curve between the points 
1t t and 

2t t is  

2

1

2 2t

t t

dx dy
S dt

dt dt


   
    

   
  
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 Quadrature: The process of finding the area of a bounded region of a curve 

is called quadrature.  

(i) Area of a plane region in Cartesian form: Let  y f x be a function defined 

on the interval ],[ ba . Let us assume that   0f x  . Then the area A of the 

curvilinear Trapezoid bounded by the curve  y f x , the x- axis and the two 

ordinates x a  and x b  is given by 

 
b

x a

A f x dx


   

The area A bounded by the two curves  1y f x ,  2y f x and the ordinates x a  

and x b  is given by 

   

   

2 1

2 1

b b

x a x a

b

x a

A f x dx f x dx

f x f x dx

 



 

   

 



, provided    2 1f x f x  

To find the area of a closed curve we have to find out the tangents to the 

curve parallel to the y-axis. Let x a  and x b  be two tangents. Let an 

intermediate ordinate meet the curve in two points  1 ,P x y  and  2 ,P x y where 

1 2y y , then the area A of the closed curve is   

 1 2

b

x a

A y y dx


 
 

Where the values of y1 and y2 corresponding to any value of x are found by 

solving the equation of the curve as a quadratic in y.  

(ii) Area bounded by a Polar Curve: The area bounded by the curve 

 r f  between the radii vector   and       is given by 
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 
221 1

2 2
A r d f d

 

   

  
 

       

(iii)  Area bounded by a Parametric Curve: If  x f t  and  y g t , a t b  , are 

the parametric equations of a curve, then the area bounded by the curve, the 

x-axis and the ordinates x a  and x b  is given by  

     
b b

x a x a

d
A f x dx g t f t dt

dt
 

       

 Volume of the solid of revolution: A solid of revolution is generated when 

we revolve a plane region R about a line L. The line L is called the axis of 

revolution. For example, a plane region R bounded by  y f x , x-axis, x a  

and x b  is rotated about x-axis then we get a solid. Such a solid is called 

solid of revolution.  

(a) The volume of the solid generated by the revolution about the x- axis of 

the area bounded by the curve  y f x , the ordinates x a , x b  and the x-

axis is given by  

2

b

a

V y dx  . 

(b) The volume of the solid generated by revolution about the y-axis of the 

area bounded by the curve )(ygx  , the abscissa y c , y d  and the x-axis 

is given by  

2

d

c

V x dy  . 

 

Beta-Gamma function: 

Gamma function: 
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The gamma function (also known as Euler’s integral of the second kind) is denoted 

by n  and defined as  




 
0

1 0; ndxxen nx  

Properties of Gamma function: 

  (1) 0;1  nnnn . 

  (2) !1 nn  , when n  is positive integer. 

  (3) 


 
0

12 0;2
2

ndxxen nx . 

  (4) .0,0;1

0

 





 nadxxe
a

n
nax

n
 

  (5) 
2

1
 

  (6) 


 
0

2

2 
dxe x  
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Beta function: 

The beta function (also known as Euler’s integral of first kind) is denoted by 

),( nmB  or ),( nm and defined as  

0,0;)1(),( 1

1

0

1  

 nmdxxxnmB nm . 
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Properties of Beta function: 

  (1) ),(),( mnBnmB   

  (2) 



dnmB nm




2

0

1212 cossin2),(  

  (3) dx
x

x
nmB

nm

m











0

1

)1(
),(  

  (4) dx
x

xx
nmB

nm

nm

 








1

0

11

)1(
),(  

Relation between Beta and Gamma functions:                                             

nm

nm
nmB




),(  
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Some standard Results: 

  (1) 

2

2
2

2

1

2

1

2

1
,

2

1

2

1
cossin

2

0 










 


qp

qp

qp
Bdqp



 . 

  (2) 10;
sin

1  n
n

nn



 (Euler’s formula). 

  (3) nnn
n

2
22

1
12 




 (Legendre’s formula or Duplication formula) 

 

Error function: 

The error function of x  is defined by dtexerf

x

t




0

22
)(


 

 

 

Complimentary error function: 
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The complimentary error function of x  is defined by dtexerf
x

t

c 



22

)(


 

 

 

Properties: 

  (1) 0)0( erf  , 1)0( cerf . 

  (2) 1)( erf  , 0)( cerf . 

  (3) 1)()(  xerfxerf c . 

  (4) )(xerf  is an odd function. 

  (5) 2)()(  xerfxerf cc . 

  (6) 







 .....

7!35!23!1

2
)(

753 xxx
xxerf


 

Multiple integral: 

 the double integral indicates that the infinitesimal summation is being carried out 

over a two-dimensional surface (in x  and y  directions). 
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Incidentally, if the wall does not have a convectional (rectangular) shape then its 

area can be calculated similarly according to  

Area = 
wall

dxdy  

Another illustration is provided by quantum mechanics where the modulus squared 

of the wave function, 
2

( , , )x y z , of an electron (say) gives the probability density 

of finding it at some point in space. The chances that the electron is in a small 

(cuboids) region of volume x y z    is then 
2

( , , )x y z x y z    . Hence, the 

probability of finding it within a finite domain V  is given by  

Probability = 2
( , , )x y z dxdydz , 

which is known as Triple integral or volume integral. 

 Area by double integration: 

a) Cartesian coordinates: 

The area A of a region R  in XOY plane bounded by the curves 

1 2( ), ( )y f x y f x   and the lines ,x a x b   is  

  

R

b

a

xf

xf

dxdydxdyA
)(

)(

2

1  

b) Polar coordinates 

 The area A  of a region R  bounded by the curves                                    

1 2( ), ( )r f r f    and the radii vectors ,      is  

 




ddrrdydxA

R  

 

 Volume as a double integrals: 

           ,V z dx dy    Where ( , )z f x y in Cartesian form  
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           ,V z r dr d     Where ( , )z f r   in polar form 

 Volume of solid of revolution: 

    
2 ,V y dy dx   Where ( )y f x  is a plane curve in Cartesian form.  

    2
2 sin ,V d drr     Where ( )r f   is polar curve (when rotated about 

    initial line)   

   
2

2 cos ,V d drr     Where ( )r f   is polar curve (when rotated about the      

line 
2


   ) 

          

 Volume as a triple integral: 

  The volume V  of a three dimensional region is   V dx dy dz   

 

 

 

 

 

 

 

 

 


